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Abstract—The increased parallelism in modern processors has
sparked interest in offloading security policy enforcement to
processes or hardware operating in parallel with the main
application. This approach can reduce application latency,
enhance security, and improve compatibility. However, existing
software solutions often incur high overheads and are suscep-
tible to memory corruption attacks, while hardware solutions
tend to be inflexible and require substantial modifications to
the processor. In this paper, we present SIDECAR, a novel
approach that offloads security checks to run concurrently with
applications by leveraging the debugging infrastructure avail-
able in commodity processors. Specifically, we utilize software-
driven logging (SDL) extensions in Intel and Arm processors
to create secure, append-only channels between applications
and security monitors. We build and evaluate a prototype
of SIDECAR for the x86-64 and Aarch64 architectures. To
demonstrate its utility, we adapt well-known security de-
fenses within SIDECAR, providing control-flow integrity (CFI),
shadow call stacks (SCS), and memory error checking (ASAN).
Our evaluation shows that these extensions perform better on
the Intel architecture. In terms of defenses, SIDECAR reduces
the latency of CFI in the tested real-world applications by an
average of 30%, offers enhanced security with similar overhead
for SCS, and is versatile enough to support complex defenses
like ASAN. Furthermore, our security monitor for CFI+SCS
is 30 times more efficient compared to previous work.

1. Introduction

Software often contains bugs resulting in undefined be-
havior [1]. Systems software, predominantly authored in
memory-unsafe languages such as C and C++, specifically
suffers memory-related errors [2], [3], such as overflows
and use-after-free (UAF) bugs, leading to severe security
issues such as arbitrary code execution [4], [5], [6], [7], [8],
[9], [10], data leaks [11], and privilege escalation [12]. To
effectively detect or mitigate the exploitation of these bugs,
prior works [13], [14], [15], [16], [17], [18], [19], [20] have
introduced a variety of approaches for introducing security
checks into programs at compile or run time, unfortunately
not without problems. First, they can impose high memory
and performance overheads [14]. In other cases [20], storing
runtime metadata in the same address space as the appli-

cation allows the subversion of the defense. Finally, some
approaches [21], [22], [23], [24] offer reduced compatibility,
e.g., by requiring recompilation of all software components
(e.g., libraries), leading to slow (or no) adoption.

A new paradigm for addressing these issues is to of-
fload security operations to spare cores, which exploits the
increasing parallelism available in multi-core processors.
Software-only approaches [25], [26], [27], [28], [29] in
this direction involve modestly instrumenting applications
to relay runtime state to a parallel-running monitor process.
Despite performance improvements, they still induce high
overheads and face security issues of their own, as they
employ shared memory for transferring data, which can be
corrupted before being processed by the monitor.

On the other hand, hardware approaches [30], [31], [32],
[33], [34], [35] offer strong isolation by introducing new
processor designs that automatically log runtime data for use
by separate monitor process(es) or core(s). However, they
necessitate substantial microarchitectural alterations, which
has obstructed their adoption by manufacturers. Works lever-
aging existing hardware features, like execution tracing [36],
[37], [38], [39], [40], [41], [42] can be immediately de-
ployed, but are not versatile in terms of policies they can
support and require significant processing resources for the
monitor due to the high volume of data produced by the
processor.

This paper presents SIDECAR, a system that leverages
a less explored functionality of processor debugging ex-
tensions to offload security operations from applications to
spare cores. Specifically, we utilize software-driven logging
(SDL) capabilities provided by Intel’s Processor Trace (PT)
and Arm’s CoreSight architectures through the PTWRITE
instruction and the System Trace Macrocell (STM). SDL
enables programs to log data in an append-only manner,
either to an operating system-managed memory queue or
directly to the hardware input port of a co-processor. These
extensions are safer than software-only approaches that rely
on shared memory-based communication. Additionally, they
are versatile due to their software-driven nature, allowing
support for a broad range of security policies. Furthermore,
they can be efficient as software controls what information
is logged, thereby reducing the load on the security monitor.

To demonstrate the above, we implemented SIDECAR
for x86-64 and Aarch64 Linux systems. SIDECAR provides



secure, append-only queues between C/C++ applications
and monitors processes in an efficient manner. Our de-
sign accommodates both architectures, which differ in cer-
tain key aspects, like how data are logged and stored. To
show the performance, security, and versatility of SIDECAR,
we modify the designs of three well-established defenses
that modify and harden applications at compile time, i.e.,
LLVM’s CFI, SCS, and ASAN, to offload their operations
to a monitor process. We also design and build monitors for
each of these defenses.

We evaluate SIDECAR in terms of security and cor-
rectness, and performance. We use LLVM’s testing en-
vironment [43] and the RIPE64 [44] security benchmark
to establish that the offloaded versions of the defenses,
coined SIDECFI, SIDESTACK, and SIDEASAN, operate
correctly and capture the same attacks as their inlined
versions. Note that SIDESTACK by design does not suffer
the weaknesses of LLVM’s SCS. We evaluate performance
using SPEC CPU2006, SPEC CPU2017 and a set of real-
world applications and servers (Apache, Bind, Lighttpd,
memcached, and Chromium). We find that, on average,
SIDECFI outperforms LLVM-CFI by 30%. Finally, we eval-
uate the resources required by the monitors and find that they
are lightweight. Compared with prior work, GRIFFIN [37],
which employed execution tracing extensions and required
six cores to monitor a single application thread, SIDECAR
requires approximately 20% of a core to monitor a single
application thread (average over SPEC CPU2006). Running
ASAN over SIDECAR, demonstrates that versatility of the
approach, but it also revealed the bandwidth limits of SDL
in current processors as it incurs higher overheads.

In summary, the main contributions of this paper are:
• We study two processor architectures with software-

driven logging facilities: Intel PT and Arm CoreSight,
used to create secure and efficient inter-process commu-
nication channels.

• We design and build SIDECAR on x86-64 and Aarch64
Linux, a system that leverages SDL to allow the of-
floading of security checks from applications to monitor
processes running in parallel.

• We develop three defenses that apply security checks in
parallel to the application, offering control-flow integrity
(CFI), shadow call stacks (SCS), and memory error de-
tection (ASAN). They consist of an LLVM compiler-
based component that modifies programs to log the data
necessary to apply the check in parallel, and a monitor
process that receives the data and enforces the relevant
security policies.

• We evaluate SDL on a 24-core Intel i9-13900K and
a quad-core ARM Cortex A53, and find that the Intel
processor offers significantly better performance.

• We evaluate SIDECAR and its defenses on the Intel archi-
tecture using the SPEC CPU2017 and SPEC CPU2006 in-
teger benchmarks, along with five real-world applications
and servers. The results are compared against their inlined
counterparts, including LLVM’s CFI [45], SCS [46], and
ASAN [14], as well as prior works, FineIBT [47] and
GRIFFIN [37].

The rest of the paper is organized as follows. §2 provides
background information and highlights the advantages of de-
coupling security checks from applications using processor
debugging extensions. The threat model for SIDECAR is in
§3. Its design and implementation are presented in §4, while
§5 describes the defenses we developed on top of it. The
evaluation of SIDECAR is in §6.

2. Offloading Security Checks with SIDECAR

2.1. Overarching Concept
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Figure 1: Decoupling security checks from execution.

Figure 1 illustrates decoupling security checks from
execution. Instead of injecting checks before sensitive oper-
ations (e.g., an indirect call or memory access) into the ap-
plication code, these checks are moved to a separate monitor
process running in parallel. The application is instrumented
with lightweight operations that transfer the necessary run-
time data to the monitor. This can reduce runtime overhead
if the decoupling code executes faster than the checks it
replaces. However, this approach introduces a trade-off:
security policy enforcement becomes asynchronous, creating
a small detection lag between a violation and its detection.
This lag can be eliminated by making the application wait
for the monitor to complete all checks before proceeding
with sensitive operations, like a system call, but this sacri-
fices some performance gains.

Prior work in this area can be classified in software [25],
[26], [27], [28], [29] and hardware [34], [32], [35], [30],
[31], [48], [33] approaches. Software solutions are fre-
quently policy specific and transfer data through shared
memory buffers, suffering the risk of tampering by an
adversary before the checks are performed. Hardware ap-
proaches, on the other hand, face adoption hurdles in high-
performance processors.

2.2. Using Processor Debugging Extensions

SIDECAR leverages processor debugging extensions to
transfer data from the application to monitors. Such exten-
sions are already available in modern processors and, hence,
do not require any hardware modifications. Currently, both
Intel and ARM provide them under the names Intel Proces-
sor Trace (PT) [49] and ARM CoreSight (CoreSight) [50],
respectively. One of the facilities provided by these exten-
sions is transparent execution tracing, where the proces-
sor automatically logs every non-deterministic control-flow



transfer. This capability has received ample attention by past
works [36], [37], [38], [39], [40], [41], [42]. However, even
though it imposes minimal overhead (<4%) on applications,
the data produced are voluminous and require significant
processing resources for analysis, while it can only support
policies related to control flow.

SIDECAR instead leverages software-driven logging
(SDL). It allows the programs being traced to inject custom
data into the trace stream, even when execution tracing is
not active. CoreSight utilizes the System Trace Macrocell
(STM) and memory-mapped I/O (MMIO) ports for this pur-
pose, where a program can write data to be appended in the
stream, whereas PT introduces the PTWRITE instruction [51]
for the same purpose. The logged data are stored in the
same manner as with execution tracing, which, however,
does not need to be active. The data written by each core
are stored into a memory buffer that can be accessed by
the operating system (OS) kernel. Alternatively, some sys-
tems (mainly Arm) allow you to directly route data to a
hardware port for processing by a co-processor, like a Field
Programmable Gate Array (FPGA). This essentially creates
a secure, append-only channel for sending data from the
application to a monitor.

TABLE 1: Comparison of related work with SIDECAR.

Approach Availab. Tamper Safe Versatility

ShadowReplica [25] ✓ ✗ ✗
TaintPipe [26] ✓ ✗ ✗
StraightTaint [27] ✓ ✗ ✗
CAB [28] ✓ ✗ ✗
PIPA [29] ✓ ✗ ✗

LBA [30], [31] ✗ ✓ ✓
FlexCore [32], [33] ✗ ✓ ✓
GuardianCouncil [34] ✗ ✓ ✓
HERQULES [35] ✗ ✓ ✓

GRIFFIN [37] ✓ ✓ ✗
SIDECAR (this paper) ✓ ✓ ✓

The use of SDL extensions has been underexplored. In
this paper, we explore the capabilities and challenges of
using this feature to offload security checks and improve
existing inlined defenses. SDL systems and by extension
SIDECAR exhibits the following key properties for decou-
pling security checks:
Property 1: Availability. The extensions are already present
in modern processors.
Property 2: Tamper Safe. The data are logged in append-
only fashion outside the application’s memory space and are
accessible only by the kernel.
Property 3: Versatility. The software controls data logging,
supporting the implementation of different types of policies.

Compared with prior work, SIDECAR is the only ap-
proach to concurrently have all these properties, as high-
lighted in Table 1.

2.3. Benefits

SIDECAR can generally reduce application latency by
offloading security checks to a parallel monitor. However,
there are other important benefits too. We examine three
popular defenses, CFI, SCS, and ASAN to highlight them.

Benefit 1: Hiding Latency of Slow Checks. CFI [52], [53],
[54], [55] is a popular defense that aims to ensure that the
control flow of a program remains within its valid control
flow graph (CFG). Forward-edge CFI [55], [53], specifically,
focuses on indirect calls (icall) and jumps (ijmp) that use
operands from (corruptible) memory. These correspond to
calls using function pointers, virtual method calls in C++,
and even jump tables, such as the ones generated by the
compiler to implement switch statements. An efficient and
popular implementation of forward CFI is currently offered
by the Clang/LLVM toolchain [45] (LLVM-CFI), which can
ensure that indirect calls target functions of the same type
as the call site.

lea rax, [sym.bar
mov rcx, rbx
sub rcx, rax  
rol rcx, 0x3d 
cmp rcx, 2
jae slow

; slow
movabs rdi, 0x47c...
mov rsi, rbx
call.__cfi_slowpath
jmp icall

; icall
; protected icall
xor edi, edi
call rbx

fa
il

success

violation

O
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Figure 2: An indirect function call with LLVM-CFI checks.

Figure 2 depicts the code introduced for an icall
(call rbx) on x86-64 in code block O. By carefully po-
sitioning functions of the same type together, LLVM-CFI
simplifies the check to a range and alignment check, as
shown in block F. Offloading such checks may deliver
small gains, however, to support all transfers to dynamically
shared objects (DSOs), it also introduces a slow path that
performs a more thorough validation, as shown in block S,
which is executed when the fast check fails. The cost of slow
paths can vary depending on the valid function targets in
a DSO, as confirmed by our micro-benchmarks comparing
intra-DSO and cross-DSO function calls. Fast path checks
averaged ∼130 cycles (∼1000 cycles cold), while slow path
checks ranged from 170 to 500 cycles (up to 3000 cycles
cold). With SIDECAR, we can offload all or only slow path
checks, depending on the application, to hide the latency of
checks.

Benefit 2: Improved Security. SCS [20], [56] is an estab-
lished defense for detecting corruption of return addresses
on the stack and enforcing the control-flow integrity of
backward-edges. Multiple works have shown that it is a
necessary compliment to CFI [6], [9], [52]. The basic idea
is to maintain a shadow stack, where the return addresses
are duplicated, and their integrity is checked upon function
return. While there have been different implementations, the
Clang/LLVM implementation [46] has the advantage that it
can be deployed incrementally and works even when some



components (e.g., libraries) have not been compiled with
SCS support.

mov r10, [rsp]
xor r11, r11
add gs:[r11], 8
mov r11, gs:[r11] 
mov gs:[r11], r10

xor r11, r11
mov r10, gs:[r11]
mov r10, gs:[r10]
sub gs:[r11], 8
cmp [rsp], r10
jne trap
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Figure 3: Operations added at function prologue and epi-
logue by LLVM-SCS to maintain a shadow stack.

Figure 3 shows the code introduced by LLVM-SCS at
each function prologue and epilogue. At function entry, the
shadow stack pointer (SSP) is accessed using the gs register
to push a copy of the return address in the shadow stack. At
function exit, the SSP is accessed again to pop and check
the return address with the one stored in the program stack.
Both the shadow stack and the SSP are, however, stored in
the application’s memory space, making them vulnerable to
corruption attacks [57], [58]. With SIDECAR, SCS metadata
are stored outside the application offering increased security.

Benefit 3: Incremental Deployment. Control-flow enforce-
ment technology (CET) [59] by Intel supports CFI but is
weaker than LLVM-CFI. Recent work [47] enhances CET
to match LLVM-CFI. CET adds a new instruction, endbr,
in the prologue of every function (Fig. 4), ensuring that
the instruction following an indirect call or jump (ijmp)
is an endbr. While this is efficient, if any function called
indirectly has not been build with CET support, it causes
a violation and program termination. To avoid this, loaders
(e.g., Linux) disable CET if any module (e.g., shared library)
doesn’t support it.

<foo>:
endbr64
...

; icall
call rbx

IBT prologue

<bar>:
push rax
...

Regular prologue

αpplication crash

Function call

Figure 4: An indirect call targeting functions with and
without Intel CET support.

CET’s shadow stack support also faces compatibility
issues with libraries not built with CET, particularly when
exceptions or functions setjmp/longjmp are used. In con-
trast, SIDECAR supports incremental deployment of de-
fenses, allowing the monitor to check module support for
CFI or SCS and act accordingly (e.g., unwind the shadow
stack or allow the call). Such actions are prohibitively ex-
pensive to inline in application code.

Benefit 4: Supports Complex Policies. Address sani-
tizer [14] (ASAN) is a popular sanitizer that tracks memory
allocations during the program’s lifetime using metadata
stored in a large shadow memory area to detect invalid
memory accesses. As shown in Fig. 5, when a heap memory

push rdx
call __asan_report_load8

; original load
mov rax, [rdi]
...

call malloc

R
violation

C
mov rax, rdi
shr rax, 3
cmpb 0x7fff8000[rax], 0
jne trap

O
success

<asan_malloc>:

shadow mem

M
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Figure 5: ASAN detecting invalid memory accesses.

object is allocated, red zones are also allocated around it
and shadow memory is updated accordingly. Every memory
access, such as the load in block O, is instrumented during
compilation with a check, like the one in block C. It consults
shadow memory to determine if a red zone is accessed, in
which case it detects a violation and reports the error (block
R). Stack and global memory objects are similarly modified
and red zones added around them.

Because every memory access is instrumented, ASAN
can be very slow, so currently it is mostly used in
fuzzing [60]. Moreover, it includes a multitude of operations,
as it performs many different types of operations to keep
track of memory usage and update shadow memory, which
cannot be decoupled by domain specific approaches [25],
[37]. However, SIDECAR is highly versatile and allows us to
design elaborate protocols for supporting complex defenses
and policies.

3. Threat Model

SIDECAR provides a general-purpose framework for de-
coupling security from applications and running them in
parallel. We assume a strong adversary capable of arbitrary
memory reads and writes through application vulnerabilities,
potentially leading to arbitrary or remote code execution
(ACE/RCE) [5], [4], [7], [9], [10]. However, we assume the
adversary cannot compromise the hardware or OS [61], as
protecting these is beyond our scope. Between application
compromise and detection by the monitor, the adversary
may send bogus data to the monitor, but cannot tamper with
already sent data due to the append-only communication
channel, ensuring eventual attack detection.

Our defense mechanisms and security policies focus on
C/C++ applications that suffer from one or more memory
errors [3], [2]. We assume a contemporary OS support-
ing non-executable memory [62] and enforcing the WˆX
policy [63] (i.e., no memory page can be both writable
& executable). This prevents existing code alteration and
new code injection before the monitor can detect control by
the adversary. While security mechanisms like ASLR [64],
stack-smashing protection [65], and code randomization
techniques [66], [67], [68] may be applied, they are not
required for SIDECAR’s operation.
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Figure 6: Overview of SIDECAR.

4. SIDECAR Design and Implementation

Figure 6 illustrates the high-level design of SIDECAR.
Applications communicate with a driver to activate pro-
cessor extensions and send data to the security monitor
running in parallel. Data transmission is handled through
a new primitive, SidecarAppend, which provides append-
only logging, tamper-resistant logs, and support for log-
ging arbitrary and thread-contextual data. Monitor processes
communicate with the driver to access the logged data, send
violation notifications, and perform management tasks like
sequencing multithreaded operations or spawning threads
when needed. We have implemented a prototype of SIDE-
CAR for x86-64 and Aarch64, described in detail below.

4.1. Application Interface

An application that wishes to make use of a security
monitor must first communicate with the driver. The setup
serves two purposes: (i) enabling the debugging extensions
and allocating the necessary memory in the kernel for
storing the trace data, and (ii) enabling the SidecarAppend
primitive for the application. To perform these two tasks, we
introduce a runtime library, sidecar-rt, that applications
can link against.

Setup is transparent to the application and essentially
involves calling an initialization function that communicates
with the driver using an IOCTL operation. However, de-
pending on the architecture the SidecarAppend primitive
is implemented differently. On Intel systems, it simply cor-
responds to the PTWRITE instruction, which can be used
after completing setup. On the other hand, on Arm writing
to the trace is done through memory-mapped I/O (MMIO)
registers. Specifically, a number of ports are offered over
MMIO. There are some minor differences between the ports
available in different ARM systems, but they essentially
offer the same functionality, appending the number of the
port and the data written to it to the trace. So on Arm
systems, the runtime also maps the corresponding STM’s
MMIO-mapped ports to the application’s address space.
SidecarAppend then corresponds to a a simple store oper-
ation: *((uint64_t *)STIM_PORT_ADDR) = data;

Finally, the runtime library is also responsible for noti-
fying the driver when the application spawns a new thread
or process. This is done by interposing on known APIs,
like pthread create of POSIX threads and fork and
notifying the driver through an IOCTL operation.

4.2. Trace Collection

Both PT and CoreSight can be configured to store data
in ring buffers, essentially, a sequence of physical pages
that are treated as a contiguous ring buffer by the processor.
These are allocated and configured by the SIDECAR driver,
when an application requests its services. However, PT uses
a separate ring buffer for each core, while CoreSight uses
a single buffer, shared by all cores. Here we explain how
SIDECAR handles these two disparate designs, as well as
common aspects between the two.
Intel PT. When a new application is launched, SIDECAR
allocates a new ring buffer and associates it with the core
the application thread is currently running on. At that point,
we need to either pin the application thread to that specific
core or hook the scheduler to track when the thread migrates
to another core, so that we disassociate the buffer from
the old core and associate it with the new one. We have
implemented the first option, but he second option could
also be implemented with moderate engineering effort [69].
When additional threads or applications are launched, the
driver is notified and a new ring buffer is allocated and
associated with that thread and core. This way we have a
one-to-one mapping between threads and ring buffers.
Arm CoreSight. When the first application is launched,
SIDECAR allocates a single ring buffer and attaches it to
the CPU. All cores use this same buffer for logging data.
To differentiate the originating thread of data in the buffer,
we use the context ID registers, which can be set per thread
to a unique value identifying the thread. The processor adds
a special data packet with the context ID of the thread that
generated the data for each write. When additional threads
or applications are launched, the driver is notified and the
context ID register of that thread is set to a unique value.
This way, data within the buffer can be associated with their
originating thread.
Tracking Ring Buffer Status. Tracking buffer status is
crucial for SIDECAR to prevent data loss when high system
load risks the processor overwriting unprocessed data. SIDE-
CAR uses two pointers: the read ring buffer pointer (RRP)
and the write ring buffer pointer (RWP). Both architectures
provide a hardware RWP (via MMIO on Arm and MSR
on Intel), but SIDECAR maintains a software copy, updated
by interrupts when a buffer page fills. When threads or
applications exit, SIDECAR updates this copy and notifies
the monitor. The RRP, managed in software, indicates the
next byte to process. Monitor threads poll the RWP at
intervals to process data between RRP and RWP. To keep
the RWP from overtaking the RRP, the driver uses interrupts
and temporarily halts threads if buffer space drops below
two pages, resuming them when space becomes available.



4.3. Monitor Interface

Security monitors communicate with the driver to regis-
ter and gain access to the data logged by applications. They
do not need to run as privileged processes, after opening the
driver. To facilitate the creation of monitors, we provide a
Manager library for performing common tasks. At startup,
the Manager communicates with the driver to notify it of
its existence and waits for events, through a custom IOCTL
operation. Once an application is launched, a message is
received and the Manager spawns a new monitor thread to
start processing its data. While monitor threads are running,
the Manager still listens for other events from the driver.
Besides the launch of a new application, this may include
events about new threads or processes spawned by processes
already monitored. An IOCTL is also used by monitor
threads to report a security violation to the driver, which can
then take appropriate action and terminate the application.
If no violations are captured, the Manager is notified when
the application exits through a signal from SIDECAR, after
the latter ensures that all trace data has been consumed by
the monitor threads.

The monitor Manager also needs to accommodate the
architectural differences between Intel and Arm, which we
present below.

Intel PT. Whenever a new application or thread is spawned,
the Manager maps its ring buffer and RWP/RRP pointers
into the monitor’s address space. The RWP is mapped read-
only and updated only by the kernel driver. Creating a new
monitor thread for each application/thread depends on the
specific monitor, but on Intel systems, it’s straightforward to
use a different thread for each buffer, even if they run on the
same core. The monitor updates the RRP after processing
chunks of data, not after each byte, to avoid performance
degradation due to cache coherency protocols in multi-core
processors.

Arm CoreSight. Since there is only one buffer, this needs to
only be mapped once in the monitor’s address space. Again,
whether one or more monitor threads will be used depends
on the monitor implementation. The SIDECAR Manager
offers functionality to de-multiplex the data in the buffer
based on the context ID of the thread that produced it and
store it in separate buffers. This way, each monitor thread
can operate on its own buffer, but memory copying can put
a strain on the memory bus.

Trace Decoding. Both CoreSight and PT use distinct en-
codings for logged data. Although open-source decoding
libraries exist [70], [71], we implemented our own decoders
to enhance performance. The Manager library handles de-
coding, optimized for speed by focusing on specific trace
packets and their operation codes. Our PT decoder, a stream-
lined, manually inlined version of Intel’s official decoder,
processes data in a single for-loop with switch cases, sig-
nificantly speeding up the decoding process compared to
Intel’s function-based structure.

5. Redesigning Sanitizers for SIDECAR

This section outlines the security policies we developed
for SIDECAR, integrated within the LLVM toolchain (v12)
and comprising roughly 3,600 lines of code. Our prototype
redesigns LLVM’s runtime sanitizers by offloading security
checks to a monitoring thread.

5.1. SIDECFI: Forward-Edge CFI

LLVM-CFI (Figure 2) enforces checks on indirect and
virtual calls to ensure that the function invoked at runtime
matches the expected type (i.e., has the same signature)
as the call site. Each indirect call is assigned a Type ID
based on its signature, and the same applies to each function
referenced by a pointer. For C++ virtual calls, the Type ID
corresponds to the dynamic type of the object used in the
call. These checks ensure that the Type ID assigned to the
call site aligns with the Type ID of the target function or
object, thus enforcing type safety during execution.

SIDECFI builds on this concept by introducing a hashed
version of the LLVM Type ID, compressed into 14 bits to
fit within the 64-bit SidecarAppend primitive for efficient
transfer. The hash is calculated through a series of bitwise
operations that reduce the original 64-bit Type ID. This
approach allows SIDECFI to replace LLVM’s inline CFI
checks with instrumentation that logs the hashed 14-bit Type
ID along with the 48-bit target address of indirect and virtual
calls. For indirect calls, the target is the function address,
while for virtual calls, it is the vTable address corresponding
to the dynamic type. SidecarAppend is inserted during
Link-Time Optimization (LTO), effectively replacing the
original LLVM-CFI check instrumentation and enabling a
decoupled enforcement mechanism.

To enforce these checks, the SIDECFI monitor requires
metadata about the allowed targets and their Type IDs.
During compilation, the offset of each function or vTable is
extracted, along with its 14-bit hashed Type ID, and stored
in a typemap file associated with each binary object. A
SHA-1 hash is generated for each typemap file to verify its
validity. SIDECFI intercepts ‘dlopen‘ and ‘dlclose‘ system
calls to identify the loading and unloading of DSOs and
to extract their base addresses, which are needed to trans-
form function offsets into runtime addresses. Whenever a
new DSO is loaded at runtime, SIDECAR is notified and
provided with the path to the binary and its base address.
This information is then passed to the SIDECFI monitor,
which uses it to locate the corresponding typemap file
and calculate the runtime target addresses using the base
address. The monitor loads this metadata into an internal
hashtable. As the monitor receives runtime packets from the
SidecarAppend primitive, it verifies that the target’s Type
ID matches the expected values stored in its hashtable. Any
mismatches indicate a violation, which are reported to SIDE-
CAR, prompting the application to be stopped. When a DSO
is unloaded, the monitor is notified, and the corresponding
entries are removed, disallowing those targets and their Type
IDs.



5.2. SIDESTACK: Shadow Call Stack

SCS (Figure 3) provides backward-edge protection by
maintaining a shadow stack that mirrors the application’s
stack. SIDESTACK decouples SCS by offloading shadow
stack management to a monitoring thread, which requires
runtime metadata for each function’s return address. At each
function prologue, the return address is logged using the 32-
bit SidecarAppend primitive and sent to the monitor. Sim-
ilarly, it is logged and verified at each epilogue. To reduce
bus load, we compress the 48-bit return address by XORing
the upper 18 bits with the lower 30 bits, resulting in a 30-bit
hash. This SidecarAppend replaces the original SCS push
and pop instructions during Link-Time Optimization (LTO).
The monitor uses this runtime metadata to maintain its own
shadow stack, ensuring return address integrity.

A key feature of SIDESTACK is its ability to handle
discrepancies between the program’s return address and the
shadow stack’s top hash. Such mismatches can occur during
C++ exception handling, which requires stack unwinding.
In these cases, the monitor searches the shadow stack for a
matching hash to adjust the stack correctly. If no matching
hash is found, SIDESTACK raises an alert to indicate a
potential security violation, signaling that the return address
may have been tampered with or altered unexpectedly.

To optimize performance, SIDESTACK uses a “hybrid”
mode for leaf functions, where the return address is stored
in a free register upon entry and compared with the stack’s
top address upon exit. Non-leaf functions and leaf functions
lacking a free register use the original instrumentation.

5.3. SIDEASAN: Address Sanitizer

ASAN (Figure 5) detects memory errors by maintaining
a shadow memory and instrumenting memory accesses to
update it and perform checks. SIDEASAN decouples ASAN
by offloading shadow memory operations to a monitoring
thread. To facilitate the decoupling of ASAN’s shadow mem-
ory, metadata including memory addresses, access sizes,
operation types (read/write), details about memory alloca-
tion and deallocation, heap and stack poisoning, and other
memory-related operations need to be transferred to the
monitor. It is important to mention that red zones are main-
tained in the application’s address space, but their poisoning
and validation operations are offloaded to the monitor.

SIDEASAN modifies the ASAN LLVM pass and run-
time library to offload shadow memory operations to
a monitoring thread, encoding them into messages us-
ing SidecarAppend. Specialized messages handle frequent
small memory accesses to reduce overhead. At runtime, the
monitor processes these messages, updating shadow mem-
ory for heap and stack operations, poisoning and validating
accesses, and maintaining red zone bits. Use-after-free errors
are detected by marking freed memory as non-addressable.
Violations trigger alerts to SIDECAR, which halts application
execution.

To support multithreaded applications, SIDEASAN em-
ploys dedicated software monitor threads for each applica-

tion thread. It is important to note that all monitor threads
share a single shadow memory and thus special care must be
taken to avoid false positives by ensuring the orderly execu-
tion of ASAN poisoning and validation checks. SIDEASAN
achieves this by enabling timestamps in fixed intervals, that
allow monitor thread operations to synchronize with each
other using semaphores.

6. Evaluation

The evaluation aims to answer the following questions:
(i) How does SDL perform? (ii) How effective are the
defenses implemented in SIDECAR? (iii) Does it reduce
application latency caused by defenses?

We have implemented SIDECAR for both Intel and Arm
architectures and use the following three platforms in the
evaluation: Two workstations: a 24-core Intel i9-13900K at
5.20 GHz with 128GB DDR4 RAM and a Samsung SSD
980 PRO 1TB (intel) and a 16-Core Intel i9-12900K at
5.20 GH with 128GB DDR4 RAM and 2 x 1.92 TB NVMe
SSD (intel2), both running Debian 11 and with hyper-
threading disabled. An Arm development board (db410c)
with a 4-core ARM Cortex A53 at 1.2 GHz with 1GB
LPDDR3 RAM and 8GB eMMC 4.5 (Arm), running Linaro
Linux 5.10.7. The benchmarks we use are: the integer bench-
marks in the SPEC CPU2017 and SPEC CPU2006 suites,
real-world applications (Chromium v90.0.4396.0, Apache
Httpd v2.4.58, Lighttpd v1.4.76, Memcached v1.6.9, and
Bind v9.19.24), and the utilities pbzip2 v1.1.13 and pigz
v2.8.0.

6.1. SDL on Intel vs. Arm

To answer the first question, we run a micro-benchmark
measuring the average CPU cycles for a SidecarAppend
operation on STM and PT, as we increase the number
of consecutive operations. Cycle counts are collected via
pmccntr el0 on Arm and rdtsc on Intel, comparing
results to a standard memory-backed circular buffer. The
tests are conducted on Intel 2 and Arm. Intel processors
have performance (P-cores) and efficiency (E-cores) cores,
where P-cores support hyper-threading and higher energy
usage, and E-cores prioritize efficiency.

Results for Arm and Intel P-cores are shown in Figure 7.
Initially (<16 writes), average duration decreases as the
cycle counter overhead is spread across more operations.
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On Arm, the cost grows logarithmically with more writes,
while on Intel P-cores, it stabilizes at ≈7 cycles after a jump
at 32 writes. This behavior likely reflects the size of internal
buffers, preventing data loss. On Intel E-cores, performance
matches regular memory writes, but data loss occurs beyond
64 consecutive writes.

We also examined PTWRITE contention on two logi-
cal cores sharing a physical core, as shown in Figure 8.
Throughput stabilized, but with higher spike magnitudes, in-
dicating minor contention due to shared PT hardware. Given
Arm ’s high overhead and data loss on E-cores, we focus
the rest of the evaluation on P-cores with hyper-threading
disabled to minimize noise from shared PT hardware.

6.2. Security and Correctness

To evaluate the effectiveness of SIDECAR defenses, we
need to show: (i) that they retain detection capabilities, and
(ii) that no new vulnerabilities are introduced.

6.2.1. Detection Capabilities
To test the ability to detect attacks, we use the

RIPE64 security benchmark [44] to test SIDECFI and
SIDESTACK, and the LLVM Integrated Tester (LIT) [43]
to test SIDEASAN.
RIPE64. The RIPE64 suite extends the original RIPE se-
curity suite [72] for evaluating security systems designed
to mitigate buffer overflow exploits, with Address Space
Layout Randomization (ASLR) [64] enabled. We tested the
suite with SIDECFI, SIDESTACK, LLVM-CFI, and LLVM-
SCS defenses to assess their effectiveness. Out of all the
attacks in the RIPE64 suite, we specifically selected 1,350
forward-edge control flow attacks. LLVM-CFI successfully
detected all of these attacks, and we used this as a baseline to
confirm that SIDECFI effectively captured all 1,350 attacks
as well, demonstrating the equivalent protection provided
by SIDECFI. Additionally, LLVM-SCS and SIDESTACK
both stopped 154 backward-edge attacks, such as Return-
Oriented Programming (ROP) and return-to-libc.
LLVM Integrated Tester. LIT includes tests to verify
ASAN functionality. We selected 150 tests focused on
ASAN’s core features, excluding tests related to other sani-
tizers like LSan [73] or features not related to bug detection.
Since ASAN functionality now runs on the monitor, we
adapted the tests to check for errors detected by the monitor,

modifying the test files to have FileCheck [74] verify the
monitor’s output. Our results show that SIDEASAN cap-
tures all bugs detected by ASAN, demonstrating equivalent
effectiveness in bug detection.

During these tests and throughout the performance eval-
uation (§6.3), no erroneous alerts (false positives) were
reported.

6.2.2. Using Pointer Hashes
In contrast to LLVM-SCS, our approach relocates the

shadow stack to a separate monitoring process, significantly
enhancing security by isolating it from potential corruption
by attackers. SIDESTACK transmits a hash of the return
address to the monitor instead of the full address, which,
in theory, could be susceptible to exploitation through hash
collisions. To evaluate this risk, we used ROPgadget [75]
to extract all gadgets from the SPEC CPU2017 benchmark
binaries and executed all benchmarks with SIDESTACK,
collecting the return address hashes. We then compared
these hashes to identify any gadgets that shared a hash with
legitimate return addresses. No collisions were found across
all benchmarks, demonstrating the reliability and security of
the chosen hash function.

6.2.3. Detection Lag
The asynchronous nature of SIDECAR allows a com-

promised application a brief period to perform malicious
actions before termination by the monitor. To measure
this window, we conduct a micro-benchmark on the Intel
platform where an application repeatedly obtains the time
using gettimeofday and sends it to the monitor with
SidecarAppend. The monitor timestamps each received
message using gettimeofday and compares it with the sent
timestamp. We repeat this experiment with an increasing
number of consecutive messages to assess the impact of
bus congestion on the detection lag.

Figure 9 presents the results, showing the window ranges
from 1.9 to 2.4 milliseconds. Although not insignificant,
persistent changes to the system can be quickly rolled back.
Alternatively, the application could wait for the monitor
before executing risky operations, such as running a new
program or writing to system files.
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by the monitor on the Intel platform.
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Figure 10: Relative (%) performance comparison under SIDECAR policies and related approaches.
*Geomean including only benchmarks that executed successfully for LLVM-SCS.

**Geomean of LLVM-CFI and SIDECFI for real-world applications.

6.3. Performance

To address the third question, we assess SIDECAR de-
fenses on the Intel platform in terms of benchmark ap-
plication runtime overhead. For CFI, we compare against
LLVM-CFI and FineIBT [47], a recent approach utilizing
Intel’s CET processor extensions. FineIBT has demonstrated
superior performance to LLVM-CFI, albeit lacking incre-
mental deployment support, requiring recompilation of all
software components. For SCS, we compare against LLVM-
SCS1, while we compare SIDEASAN against vanilla ASAN.
We evaluate ASAN on multithreaded applications, using
the pbzip2 and pigz utilities. Finally, we evaluate against
GRIFFIN [37], a prior approach utilizing another feature
in Intel’s debugging extensions, execution tracing. GRIFFIN
combines CFI and SCS, so we concurrently apply both
defenses as well with SIDECAR. We compare it both in terms
of application latency and monitor resource consumption.
Setup. We utilized SPEC CPU2017 (SPECspeed Integer)
with the ”ref” workload to evaluate the runtime performance
of SIDECAR. For Httpd, we used two wrk [76] threads with
four connections each to generate HTTPS requests continu-
ously for 60 seconds, serving 100KB files filled with random
data. Similarly, for Lighttpd, we used two wrk threads with
four connections for 60 seconds, serving 100KB files. For
Memcached, we used two memtier [77] threads with four
connections each to continuously send 32B GET requests
over 60 seconds. For Bind, we used a single thread of
dnsperf [78] to query a specific URL address, using a sim-
ple URL to minimize string processing time and increase the
number of requests handled. Chromium officially supports
enabling Clang’s CFI checks on indirect and virtual calls
for intra-DSO checks only. To support cross-DSO checks,
we modified the GN [79] flags to pass custom build flags,
including -fsanitize-cfi-cross-dso, to ninja [80], and

1. Using LLVM-8, because x86-64 support has been discontinued in
more recent versions.

executed the Dromaeo benchmark from the Telemetry [81]
suite that ships with Chromium. All experiments were per-
formed 20 times, with averages calculated over an unin-
strumented baseline. Applications ran on the same host,
connected via the loopback (lo) virtual network interface
to minimize I/O latency. Each application was limited to a
single core, and benchmarks were configured to ensure full
core utilization to avoid I/O masking the overhead.

Figure 10 shows the relative performance against an
unprotected baseline, with error bars indicating the standard
deviations. The figure categorizes mechanisms visually with
a color scheme: forward-edge mechanisms in shades of
purple, backward-edge in green, and sanitizers in yellow.

6.3.1. Control-flow Integrity
On SPEC CPU2017, LLVM-CFI shows a geomean of

96.94%, with FineIBT at 94.26%, and SIDECFI at 91.20%.
SIDECFI’s performance is consistently on par with the
others, demonstrating its effectiveness across a wide range
of benchmarks. In real-world applications, SIDECFI outper-
forms LLVM-CFI in almost all tests, achieving a geomean
performance of 96.31% compared to LLVM-CFI’s 94.38%.
This improvement is largely due to SIDECFI replacing
the slow paths required for cross-DSO calls, which are
more prominent in real-world applications. For example, in
memcached, SIDECFI achieves 96.0%, significantly better
than LLVM-CFI’s 91.0%. In httpd, SIDECFI scores 94.0%,
again outperforming LLVM-CFI’s 93.0%.

6.3.2. Shadow Call Stack
For Shadow Call Stack mechanisms, benchmarks such as

perlbench s, omnetpp s, and leela s were excluded
from the geomean calculation due to violations caused by
unhandled optimizations like tail-calls. Additionally, real-
world applications httpd, memcached, and bind were ex-
cluded from the geomean calculation for similar LLVM-
SCS violations. SIDESTACK achieves a geomean of 87.27%,
while LLVM-SCS reaches 91.20%. In the remaining real-



world applications, SIDESTACK shows competitive perfor-
mance, with httpd achieving 87.0%, closely matching
LLVM-SCS’s 87.0%.

6.3.3. Address Sanitizer
ASAN shows a geomean performance of 49.91%, while

SIDEASAN exhibits a reduced performance at 15.11%.
This reduction is primarily due to the frequent message
communication with the monitor, which imposes a heavy
load on debugging extensions. The high message genera-
tion rates by ASAN cause hardware backpressure, resulting
in packet loss. Despite these challenges, SIDEASAN still
shows its strongest performance in memcached, where it
reaches 58.0%. For httpd, SIDEASAN achieves 42.0%,
while ASAN performs slightly better at 51.0%.

Additionally, we evaluated pbzip2 and pigz with our
multithreaded SIDEASAN implementation, chosen for their
high single-threaded overhead. Despite assigning threads to
separate cores, the overhead remained similar to single-
threaded performance. pbzip2 showed a consistent ≈9%
performance compared to the baseline, regardless of the
number of worker threads. Similarly, pigz maintained
≈15% performance, irrespective of the worker thread count.
This suggests that while the message load per thread de-
creases, the cumulative increase in message frequency with
more threads negates this advantage, maintaining high over-
head relative to the baseline without security measures.

6.3.4. Comparison with GRIFFIN
The SIDEGUARD approach integrates both forward

and backward-edge protections by concurrently employing
SIDECFI and SIDESTACK. Figure 11 compares the perfor-
mance of SIDEGUARD with GRIFFIN [37], another compre-
hensive CFI solution that protects both edges. Specifically,
we compare against GRIFFIN’s combination policy that en-
forces a fine-grained policy on forward edges and a shadow
stack on backward edges, using SPEC CPU2006 Integer
with the ”train” workload as they did. While SIDEGUARD
maintains a relative performance of 73%, it remains compet-
itive with GRIFFIN’s 86% (overhead figures from their paper
were converted for comparison). GRIFFIN employs Intel PT
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Figure 11: Relative (%) performance comparison under
GRIFFIN and SIDEGUARD.

and worker threads for control-flow reconstruction, result-
ing in high resource use in trace processing. In contrast,
SIDEGUARD’s trace only contains messages injected via
instrumentation, eliminating the need for complex decoding
of a large trace by worker threads.

Additionally, we compare monitor resource consumption
of SIDEGUARD and GRIFFIN by looking at the average
CPU usage for our SIDECFI and SIDESTACK monitors
running in parallel to the instrumented SPEC CPU2017
benchmarks. We utilized getrusage to obtain the user and
system CPU time consumed by the monitor process and
calculated utilization by dividing by the actual (wall) time
of the monitor, obtained with gettimeofday. The results,
as shown in Table 2, highlight the efficiency of SIDECFI
and a reasonable overhead on SIDESTACK.

TABLE 2: CPU Usage for SIDECFI and SIDESTACK mon-
itors in SPEC2006 benchmarks.

Benchmark CPU Usage
SIDECFI SIDESTACK

perlbench 97.02% 52.81%
bzip2 0.48% 6.31%
gcc 16.83% 49.85%
mcf 0.57% 1.53%
gobmk 16.42% 28.15%
hmmer 0.48% 0.50%
sjeng 18.14% 12.75%
libquantum 0.48% 4.66%
h264ref 44.96% 11.17%
omnetpp 99.93% 46.63%
astar 8.61% 8.15%
xalancbmk 98.96% 61.96%

geomean 8.36% 11.54%

As one would expect, CPU consumption depends on the
number of messages sent. SIDECFI consumes significantly
fewer CPU cycles than GRIFFIN, as the volume of mes-
sages, compared with execution tracing, is much smaller.
SIDESTACK shows a geomean of 8.36% for SIDECFI and
11.54% for SIDESTACK. Assuming these are combined
together to compare against GRIFFIN, the total CPU usage
does not surpass 20%. Comparing this to GRIFFIN, which
utilizes 6 CPU cores to decode and process the large amount
of data, we estimate that we outperform them by approx-
imately a factor of 30. This significant reduction in CPU
usage highlights the efficiency of our SIDEGUARD approach
compared to the more resource-intensive method employed
by GRIFFIN.

7. Related Work

7.1. Parallelizing Security Checks

Multiple prior works have adopted decoupling while
attempting to speed up security policy enforcement. We
classify them into two categories, which we discuss below.



Software. Such approaches [25], [26], [27], [28], [29] in-
strument applications using dynamic binary instrumentation
(DBI) frameworks like Pin [82] or DynamoRIO [83] to
inject code that will log runtime data to shared buffers
that can be accessed by separate monitor threads or pro-
cesses. Some works have focused on expensive dynamic
analyses like dynamic taint tracking [25], [26], [27], while
others have aimed to provide a more general framework
for dynamic analysis [28], [29], sacrificing performance for
adaptability. Despite offering acceleration to applications, at
least compared to inlined approaches [84], their overheads
remain high for regular use in production (>x2), which is
due to the use of DBI and the volumes of data that need to be
transferred to monitors. More importantly, the use of shared
buffers to transfer data to the monitor poses the risk of
tampering by an adversary before the checks are performed.
Hardware. These approaches [34], [32], [35], [85], [30],
[31], [48], [86], [33] instead propose novel processor de-
signs that automatically log data, while executing a process,
to allow for security checks to be applied in parallel by
specialized processing cores [34] or a monitor processes
running in general-purpose cores [35], [30], [31], [48],
[33]. Some of these approaches [34], [32], [30], [31], [33]
are even configurable and can support different dynamic
analyses. Support for multithreaded applications has also
been explored in the past [87], [88], [89], with these works
facing a number of challenges including inter-thread data de-
pendencies, unmonitored operating system activity, synchro-
nization overheads and effectively sharing communication
channels between multiple threads. In general, hardware-
based methods typically incur lower overheads without the
risk of tampering, as data are logged into memory that is
isolated from the application. However, their integration into
high-performance processors is challenging and we have not
witnessed their adoption by manufacturers yet.

7.2. Leveraging Debugging Extensions.

Execution Tracing. Prior research has harnessed execution
tracing capabilities for offloading security tasks like control-
flow integrity and attestation [36], [37], [38], [39], [40],
[41], [42]. However, even though the processor can log these
traces with minimal overhead (<4%), the data produced are
voluminous and require significant processing resources to
analyze. As such, additional overhead is incurred because
the core’s execution needs to be stalled to allow for the
trace to be processed, or multiple cores need to be reserved
for protecting a single application thread. Hence, using
execution tracing for security checks is not practical yet,
unless dedicated hardware is introduced that can efficiently
process the trace data. Moreover, it can only support policies
related to control flow.
Software-Driven Logging. The use of the PTWRITE in-
struction has been underexplored, with only a few works
utilizing it so far. DTrace [90] employs an emulated version
of PTWRITE for fine-grained data integrity enforcement.
Another notable use is found in the work by Lu and Hu [91],

which employs PTWRITE to log function pointers for refin-
ing indirect-call targets through Multi-Layer Type Analysis
(MLTA). Additionally, Execution Reconstruction (ER) [92]
uses PTWRITE to record data values, identified by key data
value selection, enabling the accurate reproduction of pro-
duction failures. Despite these uses, the full capabilities and
limits of this extension have not been thoroughly explored
and challenged in existing research.

8. Conclusion

In this work, we introduce SIDECAR, leveraging and
repurposing processor debugging extensions to create se-
cure, append-only channels for offloading security policies
in processors. SIDECAR supports a diverse array of policies,
demonstrated through the development of forward-edge and
backward-edge CFI implementations and an address sani-
tizer. We rigorously validated these implementations using
the RIPE suite and LLVM tests, ensuring their robustness
and effectiveness. Performance on SPEC CPU benchmarks
indicates average overheads of 3-20% for our CFI policies,
with SIDECAR-based CFI+SCS being 30 times more effi-
cient than prior work.

Notably, in DSO-heavy applications like Apache Httpd,
Bind, and Chromium SIDECAR’s forward-edge CFI out-
performs LLVM’s implementation due to offloading the
expensive slow path checks. This highlights the potential of
utilizing existing debugging hardware for advanced security
solutions and underscores the need for future enhancements
in such extensions for more sophisticated security mech-
anisms. Overall, SIDECAR’s innovative approach offers a
compelling path forward for enhancing security with mini-
mal performance overhead.

Availability

The prototype implementation of SIDECAR is available
at: https://github.com/stevens-s3lab/sidecar
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